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We have analyzed singlet and triplet excitation energies in oligothiophenes (up to five rings) using time-
dependent density-functional theory (TD-DFT) with different exchange-correlation functionals and compared
them with results from the approximate coupled-cluster singles and doubles model (CC2) and experimental
data. The excitation energies have been calculated in geometries obtained by TD-DFT optimization of the
lowest excited singlet state and in the ground-state geometries of the neutral and anionic systems. TD-DFT
methods underestimate photoluminescence energies but the energy difference between singlet and triplet states
shows trends with the chain-length similar to CC2. We find that the second triplet excited state is below the
first singlet excited state for long oligomers in contrast with the previous assignment of RentschPhyal. (

Chem. Chem. Phy4.999 1, 1707). Their photodetachment photoelectron spectroscopy measurements are
better described by considering higher triplet excited states.

. Introduction high in energy},>8higher triplet states and their energies have

) o not been carefully investigated so far. Moreover, the dependence
In recent years, conjugated organic oligomers and polymers q¢ the previously obtained results on the choice of the ap-
have raised an increasing interest due to their peculiar electronic

. ) . o __ proximate exchange-correlation (XC) functionals needs further
and optical properties and to their application as new materials investigati
. . . . gation.
for electronié and optoelectronic devicBsAmong such oligo-

mers? oligothiophenes represent a very important example: their Fu:‘th?rm%r_e, thheoretkl]cal w;)vestlgatlfons ogthe _opl)tlgal prc()jp(_ar-
optical properties have been the subject of numerous investiga—tIes or oligothiophenes have been performed mainly by studying

tions both experimental and theoretiéaln particular the  aPSOrption spectra?io™>373%i.e., by carrying out calculations

knowledge about the relative energetic position of singlet and ©f €xcitation energies of the systems in their ground-state

triplet excited-states is of fundamental importance to understand980metries, because efficient and accurate tools for the com-
the photophysics of oligothiophen&s’ putation of excited-state geometries and the subsequent calcula-

To manage the complexity of these systems, the optical tion of e”_“SSiO'? energies were not available so far. Usi_ng the
properties of oligothiophenes have been calculated for a long CIS (configuration |nt.erallct|on smgles) ".‘et”%r gegmetrlgs
time by semiempirical methods®15 These methods can be and TD_-DFT for exc[tatlon energies might (iause inconsistent
easily applied to large systems but an exact quantitative estimate’ esults in the evaluation O_f the Stokes_stﬁﬁs? By a rec ently
of electronic properties is difficult due to the use of empirical developed TD-DFT gradient methédjt is now possible to
parameters and an insufficient/incorrect description of the OPtimize the geometry of individual singlet or triplet excited-
electron-electron interaction effects. Thus, a first-principles States. This method has the same computational cost but is much
investigation is needed to obtain a deeper quantitative insight More accurate than the CIS method, and it has been successfully
into the properties of these systems. So far, correlated ab initio@PPlied to the calculation of emission energies of thiophene
calculations of excited states of oligothiophenes have only derivativesiz43
appeared for the monon#éri8 and for bithiophené® due to In this work, we investigate the accuracy of TD-DFT to
the required high computational cost. predict emission energies and triplet excitation energies in

Time-dependent density functional theory (TD-DET$® has oligothiophenes. The influence of different approximations for
attracted a lot of interest because it includes electronic correla-the XC functional is studied by employing a wide variety of
tion in an efficient manner, thus allowing the investigation of functionals of increasing quality. Calculated energies are
large systems. However, the capability of TD-DFT to predict compared with fluorescentand photodetachment photoelec-
correctly the chain length evolution is under det¥4té8 Various tron spectroscopy (PD-PESneasurements and are used for
studies on oligothiophenes using TD-DFT have already the reassignment of the experimental peaks.
appeared’*°In these works, the evolution of the lowest singlet/  Moreover the TD-DFT approaches are compared with the
triplet excitation energies with the number of monomers is approximate coupled-cluster singles and doubles model (@CZ),
reported. Although it is known that higher singlet states lie very a size-consistent correlated ab initio method, which is known
to be reliable for the description of the chain-length dependence
* To whom correspondence should be addressed. of excitation energies of organic chainlike moleclig®

10.1021/jp044974f CCC: $30.25 © 2005 American Chemical Society
Published on Web 03/12/2005



Excitation Energies in Oligothiophenes J. Phys. Chem. A, Vol. 109, No. 13, 2008079

Il. Methods 0.4 T T T

We report the TD-DFT lowest singlet and triplet excitation
energies for oligothiophenes with 2, 3, 4, and 5 rings (hereafter
nT wheren is the number of rings).

The monomer is not investigated here because it behaves
qualitatively differently from its oligomers. This peculiar
behavior of the thiophene monomer, compared to its oligomers,
can be related to the presence of many low-lying Rydberg
orbitals in the orbital spectrud¥. Because of the different
symmetry of the oligomersZ,, for 3T and 5 and Cy, for 2T
and 4T, the states investigated are eitiB; and3B;, °A; or
1B, and®By, 3Aq. For simplicity, without ambiguity, we choose Basis set
to refer to them just a$8 and®B, °A states. Figure 1. Difference between excitation energies of the first singlet

Several XC functionals have been used to carry out TD-DFT and of the two lowest triplet states oT @omputed at the CC2 level
calculations, to understand the influence of the different degreeswith the indicated basis set and the respective excitation energy
of approximations on the calculated excitation energies. If it is computed with aug-cc-pVTZ basis set.
not stated differently, a considered XC potential used in the
KS ground-state calculation is accompanied by the correspond-

i i ic, i.e., f i XCk l'inthe TD- L . .
ing adiabatic, i.e., frequency independent, XC kernel in the the same geometries, i.e., those obtained by optimization with

DFT calculations. :
As a first choice, we have used the local density approxima- the B3-LYP functional.

tion (LDA), which already has been employed to compute
excitation energies of oligothiophenes in the pFakt. o _
The natural improvement of the LDA description is the Geometry optimizations have been performed using DFT for

generalized gradient approximation (G@Ajhat is expected ~ 9round-state geometries and TD-DFFTor excited-state geom-
to treat better small charge density inhomogeneities. In our €tries with the B3-LYP functional and TZVF° basis set. The
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Note that in the comparison of the different methods
employed to calculate the excitation energies we always use

[ll. Computational Details

calculations, we have used the Becke-PerdewRB func- anion geometries have been obtained from unrestricted B3-LYP
tional #84°However it is well-known that for excitation energies ~ c@lculations. _ _
GGA functionals yield similar results as LDA functionafs. Excitation energies have been calculated using augmented

The use of hybrid functionals can highly improve the accuracy triple-¢ valence basis set with polarization functions (the aug-

by including exact HartreeFock exchangé To this end we cc-pVTZ basis sét62for all atoms with ond function removed
h)e/we used the B3-LYP function®l ' from each C atom and bothfunctions removed from each H

atom) and the XCU1®% basis set for the LHF functional. These
two basis sets are similar and almost equivalent in the number
and diffuseness of basis functions.

For the CC2 calculations, a frozen space has been chosen
which includes all core molecular orbitals (MOs) and all virtual
MOs with an orbital energy greater than 120 eV. As an auxiliary
basis set, we have used the aug-cc-pVTZ basiéfeetall atoms
with one g function removed from each C atom and bdth
functions removed from each H atom.

A major problem of LDA, GGA, and even hybrid functionals
is the presence of unphysical Coulomb self-interactfdn®
As a result, only a few KohnSham (KS) virtual orbitals are
bound, and this can influence the quality of TD-DFT results
which are based on the whole KS eigenvalue spectrum. One
possible solution is to use the localized Hartré®ck (LHF)
potential, a local effective exact-exchange KS potential, to obtain
self-interaction free KS orbitaf¥:5> We combine the LHF

approach for the KS ground-state calculation with a TD-DFT The basis set employed in these calculations has been chosen

calgulaﬂon which employs the Bgcke exchange kethel. ) in order to give converged results in CC2 calculations. In fact
Finally, results from the approximate coupled-cluster singles peT is knowr$® to require smaller basis sets for a good
and doubles model (CC2) with the resolution of identity gescription of conjugated systems than those required by
approximatiof® have been computed in order to compare DFT ¢qrelated methods: in our tests on excited stateF @fi@ady
results with size-consistent correlated ab initio results. a TZVP basis set gives excitation energies not more than 0.01
All these methods have been applied to geometries obtainedeV different from those obtained with the aug-cc-pVTZ/XCULT
by TD-DFT B3-LYP optimization of the lowest singlet excited-  basis set. The choice of the basis set for the CC2 method instead
state, the'B state. Thus, the calculatetB state excitation  needs more attention. In Figure 1, we report the differences
energies represent the photoluminescence energie3BTiate between the excitation energies of the first singlet and of the
geometry is planar, according to TD-DFT optimization and two lowest triplet states ofBcomputed with SV(P§é TZVP 80
analysis of absorption-luminescence spettra. cc-pVTZ768and ATZVPO basis set, respectively, and the same
We also consider two other planar geometries, those of neutralexcitation energies obtained employing the aug-cc-pVTZ basis
ground-states and of the anions. In this way, we can study theset. The singlet state results are more sensitive to basis set
evolution of the lower excited states when going from aromatic dimensions and the excitation energies change by 0.36 eV going
to quinoid character, without considering torsional effects. In from SV(P) to aug-cc-pVTZ. The two triplet energies behave
particular, the anion ground-state geometry (which is almost similarly to each other and are less basis set dependent, changing
planar) has been chosen to obtain theoretical results comparabldy about 0.15 eV going from SV(P) to aug-cc-pVTZ. Neverthe-
to experimental data from PD-PESQn fact in PD-PES, an less, some general trends can be deduced: the inclusion of
electron is detached by a laser pulse from a charged moleculepolarization functions highly improves the results, especially
leaving it either in a singlet or a triplet state, without selection for triplets (42-53% of the total difference can be attributed to
rules, and the energy of the resulting molecular state is this effect); the inclusion of augmented functions highly
determined by measuring the energy of the detached elédtron. improves the results, especially for the singlet-{$0% of the
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TABLE 1: Excitation Energies in eV Calculated with
Different Methods for the Lowest Singlet Excited State
Geometry?
cs C8 —

Cl Ca 9 state transition LDA BP LHF B3L CC2 exp.

2T
— B, 4by—5a, 320 319 325 325 365 342
Q@ o clo | cu B, 4h—5a 198 179 176 163 225

. . . SAg  4Aby— Thy 358 342 339 339 3389
Figure 2. Numbering of atoms in®

3a,— 5a
0,08 3T
’ 1B; 5Sa—8h 260 260 265 269 310 290
0,06 3B, 5% — 8b, 1.57 1.43 141 129 1.90
0.04 A1 Th—8by, 274 260 260 258 311
X 5& — 6
0,02 4T
1B, 8by— 9a, 2.24 224 229 236 277 259
o 3By 8by—9a 136 124 123 112 1.73
002 3Ay 8by— 9hy 224 213 212 210 263
8a,— 9a,
-0,04¢ V= Neutral \ 1 15T
0,06 \\, e Anion \/ ] B: 9a—12b 199 199 204 214 256 241
¥ |*---+Excited P | By 9a— 12 123 113 112 103 1.63
-0,08 L ‘ ‘ ‘ L L ‘ A1 9a—10a 193 183 183 180 233
2 3 4 5 Aﬁr 7 8 9 10 110 — 12by
Figure 3. C-C bond length alternation (see text for details) in A for aB3L stands for B3-LYP. Experimental data are taken from ref 44.

different sites in 3.
TABLE 2: Excitation Energies in eV Calculated with
the use of Different Methods for the Anion Geometry?2

total difference can be attributed to this effect);

coupled cluster optimized basis functions moderately improves state  transiion ~ LDA BP LHF B3L CC2 exp.

the results (27% of the total difference can be attributed to this 2T

effect). By 4by—5a 339 338 345 347 388 388
All calculations have been performed with the TURBO- 22“ jbg::g’a‘ :23%? %'ig égz %g; 421-3?1 g'ég

MOLES®® program package. In particular, the modules DSTF, ¢ 3§H5§ : ' ' : : :

ESCF! and the RICC2 have been used. 3T

B; 5a—8h 271 270 276 282 324 3.05

3B; 5a—8h 1.71 156 155 145 206 1.92

3A; 7, — 8by 284 269 269 267 320 34
5 — 6&

IV. Results

A. Geometries.An important quantity to analyze is the bond
length alternation defined asr = |G — Ci-a| — |G — Gl B, 8b,—9a 231 231 236 246 288 2.69
whereC; indicates theth carbon atom position as in Figure 2. 3B, 8b,— 9a, 146 134 133 124 185 1.76
For 5T the bond length alternation for different sites is reported °A;  8by— 9hy 232 220 220 217 271 313

in Figure 3: the absence of aromatic character in the anion - 8a,— 9a,

geometry and the appearance of a quinoid character igithe 1B, 9a—-12b 205 206 210 222 2.66

geometry can be readily noticed. B, 9a—12h 131 121 120 113 174
In the neutral ground-state geometrical configuration, the 32A; 9&— 10a& 199 189 189 186 240

oligomers present aromatic character. The inner ringsTof 3 11k, — 12k

4T, and 3 have the same geometric structure. The geometry  ap3| stands for B3-LYPP? Interpolated. See ref 7.
of the terminal rings are different from that of the inner ones,

resembling the structural properties of.2The inner part of In the S; configuration, small distortions occur; it appears as
the ring is equal to the internal rings and the outer parthras 3 reduction in bond length alternation and the increase of a
and a G-S bond length of 0.06 and 1.73 A, respectively. These quinoid character on the inner thiophene rings. Similar results
results are in agreement with previous MP2 calculations and have been predicted at the MNB@nd CASSCF level.Also
X-ray data’? in this case the effect can be interpreted in terms of the
In the anion ground-state geometrical configuration, in antibonding and bonding character of the highest occupied
contrast with the former case, a regular behavior of the geometricmolecular orbital (HOMO) and lowest unoccupied molecular
structure of the inner rings is absent. In the longer oligomers, orbital (LUMO), respectively. In fact, according to TD-DFT
the central rings show an absence of bond length alternationand CC2 calculations (see later on) tBestate is essentially
and in general there is a shortening of bond length alternation described by a HOMG- LUMO transition and this leads to
Ar going from the outer to the inner part of the molecule. This slightly shorter single bonds and longer double bonds.
can be ascribed to the occupation of LUMO that is bonding in  B. Excitation Energies. Excitations energies for the oligo-
nature with respect to the € inter-ring single bond and  mers of thiophen&T with n = 2—5 for the three geometrical
antibonding with respect the-&C double bonds and so tends configurations are reported in Tables3. As can be seen in
to compress single bonds. The reliability of the computed anion these tables, various electronic and optical properties are
geometry has been checked by optimizidgmMth the ATZVPC common to all methods and geometries.
basis set. No meaningful differences can be noticed between The lowest singlet and triplet excited states are almost
the two optimized structures, and in particular, the same bond completely described by a HOM© LUMO transition, for all
length alternation is predicted. oligothiophenes. On the other hand, the second triplet state is
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TABLE 3: Excitation Energies in eV Calculated with /
Different Methods for the Neutral Ground-State Geometry?

state  transiton LDA BP LHF B3L CC2 exp.

2T
B, 4by;— 5a, 3.68 3.68 3.75 3.83 4.26 4.05, 413
5By 4by— 5a, 259 241 240 236 295
Ay 4Aby— Thy 3.75 3.70 3.72 3.73 4.23
3a,— 54,

LUMO+I

B, 5&—8b, 293 293 299 3.12 3.57 3.49

3B; 5a&— 8h, 2.04 190 190 1.87 2.46

3A; 7, — 8y 3.03 288 288 2.88 3.42
5a — 6a

1B, 8h,—9a, 251 250 257 273 321 3.16

B, 8 —9%, 176 165 165 1.64 223

A, 8b,—9h, 250 238 238 238 293
8a,— 9a,

By 9% —12h 221 221 227 247 296 299

B 9a—12h 158 1.48 149 149 2.08

A1 9&—10a 216 205 206 206 261
11— 12b

aB3L stands for B3-LYP. Experimental data are taken from ref 75.
b From ref 76.

HOMO

more correlated and is mainly described by a mixing of

HOMO-1— LUMO (for bithiophene HOMO-3(&,) — LUMO)

and HOMO — LUMO+1 (in CC2 calculations HOMO—

LUMO+N, with N>1) transitions. These transitions mix HOMO-1

becal;sE they haf\_/e very clo(se single p%rtficle _gapl_s._Tl;Z percznthgure 4. HOMO-1, HOMO, LUMO, and LUMGH1 wave function

age of these configurations (not reported for simplicity) depends - ' ' o ;

on the method used (HOME LUMO 1 is always the largest). Z_T_.obtalned by a B3-LYP calculation in the excited-state geometry for

These molecular orbitals all havecharacter. As an example,

the orbitals from the B3-LYP calculation are reported in Figure 7

4 for quarter-thiophene. 0—OH-sL
In Figure 5, the B3-LYP molecular orbital energies and single § [|o--oH-Ln

o---0H-1-5L
particle gaps for the excited-state geometry are reported as § 5 s
function of 1h, as it is usually done for oligomers. Other = et
methods/geometries show similar trends for orbital energies vs g 4 3D

1/n, whereas, as it will be discussed later on, the absolute values s o
of the energy gaps are different. Figure 5 shows that with /
increasing chain length the HOMO-* LUMO and HOMO . .

— LUMO++1 energy gaps become closer. Mixing of these 0 ' '
configurations is therefore facilitated. Figure 5 also displays the LUMO+1
different chain length dependence of various orbitals and /o//
transition energies. The HOMO-1 (LUMEL) has a faster LUMO
increase (decrease) of the energy as compared to the HOMO
(LUMO). Indeed the HOMO-1 (LUM@-1) has one more nodal
plane than the HOMO (LUMO), i.e., (see Figure 4) the phase
of the orbital of the two monomers on the right changes going Hﬁ'\*
from HOMO(LUMO) to HOMO-1(LUMO+1). Thus, the I 1
HOMO-1— LUMO and the HOMO— LUMO+1 energy gaps \
decrease faster with the chain length than the HOMQUMO -8 s : 4
020 0.25 0.33 0.50

ones. 1/n

The KS energy-gaps are important quantities because theyrijgure 5. Molecular orbital energies (lower panel) and single-particle
represent a zero-order approximation to TD-DFT excitation transitions, i.e., KS eigenvalues gap, (upper panel) from B3-LYP
energied? It turned out that energy-gaps (and see later on, calculations for excited-state geometries.
excitation energies) for all TD-DFT methods and geometries
can be fitted with the expression of the extended free electron
model (FEMO)?74

K

Energy [eV]
L

1
o

finite energy-gap fom — + . The a value describes the
relative decrease of energy-gaps with increasing chain length.
The a value can be used to quantitatively estimate the
1 differences between DFT methods. We note that eq 1 shows a
) 1) small nonlinear behavior when it is plotted againsh.1/
Calculated energy gaps (and see later on excitation energies)
with a very small deviation (i.e., an rms value of only 0.018 also show this small nonlinearity when they are plotted vs 1/
eV, averaged over all TD-DFT gaps/methods/geometries). Theso that eq 1 is, for smatfl, superior to a simple linear expression,
FEMO model takes into account (through theoefficient) the i.e., E, = g + a/n. The a values of the HOMO— LUMO,

_ o _ 1
B, = 4n+1+ﬁ(1 an
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TABLE 4: o Values (See Text for Definition) for
Single-Particle Transitions in eV*Monomer for Different
Methods?

transition LDA B—-P LHF B3L
excited
HOMO — LUMO 15.0 15.2 15.7 19.9
HOMO-1— LUMO 35.4 35.3 36.0 41.5
HOMO — LUMO+1 29.7 30.0 30.3 35.6
anion
HOMO — LUMO 17.2 17.2 17.7 22.0
HOMO-1— LUMO 35.9 35.8 36.3 42.0
HOMO — LUMO+1 31.7 32.1 325 37.9
neutral
HOMO — LUMO 19.2 19.4 20.0 23.9
HOMO-1— LUMO 36.7 36.6 37.3 42.7
HOMO — LUMO+1 321 32.4 32.8 38.0
aB3L stands for B3-LYP.
2
.................... HOMO-1
—— HOMO
0OF T —-—- LUMO
——— LUMO+1

e N

2 e

5 r ——- e

® a4

& -4

-8

HF B3LYP BP LDA LHF

Figure 6. Energies of molecular orbitals for various methods for 5
in the excited-state geometry.

HOMO-1 — LUMO, HOMO — LUMO+1 energy-gaps are
summarized in Table 4. The-values are not relevant for this

work because they mainly represent the energy gap of the

Fabiano et al.

0.3

0.2

0.1 r
0.0 |
-0.1 |

-0.2

Deviation [eV]

031

-0.4 £.-

-0.5 :
. .33
1/n
Figure 7. Difference between theoretical and experimental photolu-
minescence energies vs the inverse of the number of monomers for
different methods.

20 25 .50

B3-LYP, the orbitals energies, on the other hand, lie between
HF and KS methods, due to the presence of the nonlocal HF
exchange in the B3-LYP potential.

Excitation energies in Tables 1 and 2 can be compared to
photoluminescenééand PD-PESmeasurements, respectively.
Absorption energi€8 are reported in Table 3, but we point out
that an exact comparison of neutral ground-state excitation
energies with experimental data is not possible due to the
employed planar geometries. The mean absolute error (MAE)
for those excitations for which experimental results are available,
are reported in Table 3. For tAB state, the CC2 method is the
best in reproducing absolute emission energies and PD-PES.
B—P gives results close to LDA, whereas the use of self-
interaction free LHF orbitals and eigenvalues improves the
agreement with experiments. The use of a hybrid functional
gives results closer to CC2.

For the lowest triple#B state, the situation is different. The
use of a more accurate exchange functional reduces the
agreement with experimental results, whereas LDA gives results
close to CC2. This apparently surprising result will be discussed

polymer and have a negligible effect on chain-length dependence| e o For the second tripiet, problems are clearly present in

(note thals < o so that the second term in eq 1 has a negligible
dependence with). Later on, the$ values for photolumines-
cence will be given. For all methods and geometries, dhe
values for HOMO-1— LUMO and HOMO — LUMO+1
energy-gaps are larger than the ones for HOMOLUMO.
Table 4 also shows that all energy-gaps increase with the
nonlocality of the exchange functional, i.e., (from left to right
in the tables) in the order LDA (local Slater-Dirac),—B
(gradient-corrected), LHF (orbital-dependent), and B3-LYP
(which contains 20% of the nonlocal HF exchange). The
increase of the inter-ring €C bond length of the molecular
geometry (i.e., in the order excited, anion, and neutral ground-
state geometry) causes an increase of the energy-gaps.

Although the chain length dependence of orbital energies is
quite similar for the different methods, their absolute values
are strongly different as shown in Figure 6. Largest differences
are present for unoccupied orbitals which are unbound (i.e.,
exhibit positive energies) in HF and bound (i.e., with negative
energies) in DFT methods. In LHF, unoccupied orbitals are even
more bound, because LHF is a self-interaction free méthod
and the resulting potential is more attractive. Occupied orbitals
with conventional XC functionals are higher in energy than those
from HF and LHF. The latter two yield very close occupied

all methods. All TD-DFT methods as well as CC2 deviate by
about half an eV from the experimental value.

The evolution of the excitation energies with the chain length
also follows the relation (1), again with a very small deviation
(the average rms value is 0.046 eV). In Figure 7, we report
photoluminescence emission energy (i.e., excitation energy for
the S state in theS;, geometry) deviations from experiments
for different methods. Figure 7 shows that CC2 results
overestimate the experimental photoluminescence data whereas
all TD-DFT methods underestimate them. In TD-DFT, the
deviation from experimeniscreasesith the chain length. This
is a behavior also found for other conjugated chainlike
system3-2° and is related to the approximations in the XC
kernel. However, at least for the relatively small number of
monomers considered in this work, the deviations from experi-
ments are quite small. For example, going frons 2 to 5, the
TD-LDA deviation from experiment increases by only 0.2 eV,
which is below the absolute accuracy. Figure 7 shows that all
methods (in particularly B3-LYP and CC2) have a similam 1/
behavior; that is, all of the curves in Figure 7 look quite similar
and are only shifted vertically. Thus, these methods have quite
similar o values and different values gf This is quantitatively
confirmed by Table 6, where thevalues for all excited states

orbital eigenvalues because in the LHF method the exchangeand geometries are reported. Note that ¢healues are very

potential is de facto an exact local exchange potetftiabspite
large differences in the absolute energies, all pure (i.e., non-

sensible quantities. For example, Table 6 shows that the CC2
o value for photoluminescence is 19.2 eV*monomer whereas

hybrid) KS energy gaps are quite close each other. In the hybridthe experimental value is 17.8 eV*monomer, which means a
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TABLE 5: Mean Absolute Errors of Excitation Energies in
EV for Different Methods in Comparison with Experimental
Data. B3L Stands for B3-LYP

geom. State LDA B-P LHF B3L CcC2

excited B 0.32 0.33 0.27 0.22 0.19
anion 1B 0.40 0.41 0.30 0.29 0.13
anion B 0.20 0.36 0.47 0.47 0.15
anion SA 0.50 0.57 0.61 0.61 0.43

TABLE 6: a Values (See Text for Definition) for Excitation
Energies in eV*Monomer for Different Methods?

state LDA B-P LHF B3L CC2 exp.
excited
B 20.2 20.1 20.3 18.9 19.2 17.8
B 12.6 11.2 10.8 10.2 11.2
SA 26.8 25.7 25.3 25.7 25.9
anion

B 22.3 22.0 22.5 21.1 21.3 245
3B 14.5 13.0 12.9 12.4 13.3 1%.4
SA 26.0 25.3 26.3 26.8 27.2 170
neutral

B 24.3 24.4 24.7 23.0 22.7
3B 16.9 15.5 15.3 14.7 15.4
SA 26.1 26.8 27.0 27.2 27.1

aB3L stands for B3-LYPP Fit on 2T, 3T, and 4.

deviation of about 10%. However, this deviation has little effect
because it means that going fram= 2 to 5 the difference in
absolute energies is less than 0.1 eV.

For thelB state (in excited-state geometry), all of the methods

overestimate the experimental value. Compared to CC2, B3-

LYP gives the closestt value, whereas other DFT methods
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Excited Anion Neutral

Energy [eV]

o--~0B3LYR
e—eccC2

5 .2.25 .33 5 .2.25 .33

1/n 1/n
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sensitive to the length of the oligomer. As already pointed out
in describing the MAE, the agreement with experiments is lost.
The PD-PES experimental slope is about 17 eV*monomer which
is completely different from the calculated values in the range
25—27 eV*monomer for all methods. This shows that there is

a clear discrepancy between theory and experiment for the
second triplet excitation energy.

V. Discussion

In Figure 8, we report théB — 3A energy difference as a
function of 1h for the various geometries and methods.

We note that there is a significant shift &8 — SA energy
differences using different methods. For example, in the

overestimate them in all geometries, as can also be seen iNterthiophene excited geometry, LDA predicts #estate above

Figure 7. B3-LYP has an. value (18.9 eV*monomer) smaller
than CC2 (19.2 eV*monomer) which would mean even a better

theB state® whereas the situation is reversed in other methods.
For longer oligomers, the energy of tRA state goes below

agreement with experiments; however, as discussed above, sucha; of the!B state for all methods, but a spread of values as

small deviations are not significant.
The evolution of singlet excitation energies going from the

excited-state geometry toward the neutral ground-state one, i.e.

large as 0.3 eV is present. Note that these deviations are not
systematic errors, because they are related to the differences of
two excitation energies.

going from a quinoid to aromatic character, shows an increase The 1B — 3A energy difference is also very sensible to the

of the a values for all of the states, both singlet and triplets.
This is directly related to the. values of the energy gaps of
Table 4: the more quinoid the geometry, the lowerdhelue.

geometry. For bithiophene B3-LYP predicts tHB state
energetically above théA state for the neutral ground-state
geometry but the situation is opposite for the excited-state

For the anion geometry, CC2 underestimates the PD-PES slopesgeometries. This is an important point in discussing photo-
SO that DFT methOdS are in Sl|ght|y better agreement with the phys|ca| properﬂes ThB — 3A energy difference increases

experiment. The correspondirfyvalues for the singlet states

going from the neutral ground state to the excited-state

lB in the excited state geometries are 110, 112, 116, 1.32,geometry_ The Chain_length dependence Oflme_ 3A energy
and 1.75 eV respectively, for the employed methods. These gifference is thus enhanced with decreasing inter-ringe®ond

values clearly show the nonvanishing energy-gap for the
polythiophene and they can, in principle, be compared with the
luminescence energy of polythiophene, i.e., about 1.67eV.
Looking to thea values of*B state, we find that all methods

give comparable values, with the exception of the LDA ones
which have the largest values. In the anion geometry, LDA
exhibits the largest deviation from experimental value. This is
opposite to what we found in discussing the MAE, where it
was found that the LDA gives the best triplet excitation energies.
It turned out that the MAE of LDA is the smallest because the

length.

Even if different methods and geometries give differtit
— 3A values, Figure 8 clearly shows that tHg — 3A energy
difference is increasing with the number of rings for all
geometries and for all methods. Thus for longer oligomers, we
can definitely expect that tHi state will lie energetically below
theB state. This can also be inferred from thealues reported
in Table 6 where the calculated values of the?A state are
always larger than the ones of tH# state. This effect can be
traced back to the single particle transitions reported in Table

absolute values of excitation energies are higher (see Tables 14. As already pointed out, the HOMO= LUMO and HOMO
2 and 3), but the LDA chain dependence is less accurate than— | UMO+1 o values are much larger than HOM® LUMO.
that of other XC functionals. Concerning the dependence on TD-DFT coupling contributions (i.e., the difference between the

geometries, it is found again that tlhevalues increase with
less quinoid geometries.
For the®A state, the situation strongly changes. Thealues

excitation energy and the single-particle eigenvalue difference
of the dominant single particle transition) increasedhelues
for singlet transitions and decrease them for triplet ones. For

are much higher, and no trend with the geometry can be example, the difference between #Bestate and théA statea
recognized. The quinoid (anion) conformation is the most (least) values for LDA in the excited-state geometry is6.6
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eV*monomer, whereas in a single-particle approximation, it is aal i ' " ]
—14.7 eV*monomer. Thus, TD-DFT coupling contribution an | 1
reduces ther-value difference between thB state and théA )
state, but less than 50%. ar 1
This result is in complete disagreement with the findings of < ¥ ]
ref 7, where a positivea. value (7.5 eV*monomer) was 2 36| 1
predicted. Our results obtained with first-principles methods and 834 1
applied to different geometries lead to a negative slope for the ,?_, 30 | A-ALDA ]
a values difference between thB state and théA state in the sl Y VP 1
anion geometry, in the range of 3:8.9 eV*monomer. o-OLHF
Possible shortcomings of our methods might be related to 281 M ]
the ionic character of the A staté. TD-DFT is known to 261 1
incorrectly describe charge-transfer effedt&We have checked 24 02 25 33 50
whether this issue is relevant here by considering the TD-DFT 1n

excitation energies behavior with an increasing amount of HF g e 9. Energies of the third PD-PES peak and of tiB 2tate as
exchange. We have computed the excitationsTofith PBEG" computed by LDA, B-P, B3-LYP, LHF, and CC2 methods, in the
and BH-LYP® functionals which have 25% and 50%, respec- anion conformation.
tively, of Hartree-Fock exchange. Although the PBEO results
are almost identical to the B3-LYP ones, BH-LYP roughly shifts Note that the 3B state is the actually the fourth triplet state,
down all of the excited state by about (0.3 eV), but the same except in I and 4T with the CC2 and the B3-LYP approach
ordering of the states is preserved. Thus, we can conclude thatvhere it is the third: these two methods thus present a
the ionic character of these excited states, at least for the relativesymmetry-crossing with chain-length evolution between fiie 2
small number of monomers considered in this work, is of minor state and the %A state. This is also in agreement with the
importance. The general trend that we observe (i.e., two triplet CASPT2 calculations on bithiopheReyhere two triplets were
states below the singlet state for longer oligomers) is thus afound below the 2B state. For these high lying triplets, a linear
real property of the system under examination. trend vs 1 is absent because the contributing configuration
The CC2 results may be thought to be incorrect because ofstrongly change with the chain length. Note that these lowest
the approximate treatment of the double excitations and thetriplet states of A symmetry cannot be well investigated by
neglection of higher excitations. However, the computed statestriplet—triplet absorption measurements because the latter is
all have a large single excitation contribution (for singlet 91.6  dominated by a peak involving only higher triplet A statés
92.8%; for triplet 97.598.3%, for the anion conformation), We conclude that the second PD-PES peak which has been
and the excitation energies can therefore be considered wellassigned t&, actually contains both th§; and T, (1°A) states
converged with respect to the inclusion of higher order substitu- which are predicted to be quite close to each other. The third
tions. This means that computed excitation energies are corrected®D-PES peak cannot be assignedTio instead it has to be
through second ordéf:58 Also CC2 calculations performed on  assigned to the third (or the forth) triplet staté82
similar iz systems yielded good resuf&>¢ Moreover CC2 has
been observed to slightly underestimate singlet enefyiesl VI. Conclusions

to overestimate triplet energi@sthis observation strengthens We have studied the evolution of the singlet and triplet

our conclusion that théA state is below théB state. excitation energies in oligothiophenes as a function of the chain
Thus, we believe that more accurate approaches cannoOfangih We have compared different first-principles TD-DFT
reverse these findings. Moreover, increasing the accuracy of ethods with CC2 results and experiments. We found that the
the methods, i.e., going from LDA to CC2, increases the ccy results exhibit the best absolute agreement with experi-
absolute value of the-value difference between tH@ state mental emission energies. TD-DFT methods underestimate

and the’A state. Our finding is also in agreement with the recent oy erimental excitation energies. This underestimation increases
CASPT2 calculation on bithiophefiewhere the PD-PES  \jith the chain length as already found in other chain like
assignment of Rentsch et al. was refused. systems. However, for the number of monomers considered here,
Because of the inconsistency of the previous assignment ofthe chain-length evolution (i.eq, values) is still quite reliable,
experiments reported in ref 7 with the theoretical results especially with an hybrid DFT kernel. An absolute determination
presented here, we conclude that some high lying triplets were of the S, — T, gap is difficult, because it strongly depends on
detected instead of the second one. the method and geometry. However, all methods show that the
We thus have calculated thé® and the 2A excitation second triplet state lies energetically below the first singlet
energies in the anion conformation with all of the previous excited state for long oligomers. This finding shows that the
methods. In Figure 9, we report the energies of the third PD- PD-PES assignment of Rentsch et al. needs to be reconsidered.
PES peak (which in ref 7 were assigned to the second triplet The third experimental peak that was previously assigned to
state) and compare them with the energies of i Qate as the second triplet state must be instead assigned tGEhstate,
computed by the different methods in the anion conformation. which is energetically the third or the fourth one. We believe
This comparison is motivated by the fact that due to symmetry that the results presented in this work will be of fundamental
considerations the B states should have larger amplitudes inimportance for the future photophysical investigations of
PD-PES spectra, whereas the lower amplitudes of the A statesoligothiophenes.
might be undetected due to close proximity to other states.
Figure 9 shows that very good agreement with experiment is  Acknowledgment. We thank R. Ahlrichs for providing the
found for all of the TD-DFT methods, confirming the’® TURBOMOLE program package, C. "Ha for technical
assignment. CC2 overestimates the PD-PES results, neverthelesdiscussions, and G. Aloisio for his support. The calculations
it predicts correctly the general trend. were carried out at the CACT/ISUFI (Lecce).
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